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Structured Adaptive Mesh Refinement
on the
Connection Machine

Marsha J. Berger* Jeff S. Saltzman!

Abstract

Adaptive mesh refinement has proven itself to be a useful tool in a large collection
of applications. By refining only a small portion of the computational domain,
computational savings of up to a factor of 80 in 3 dimensional calculations have been
obtained on serial machines. A natural question is, can this algorithm be used on
massively parallel machines and still achieve the same efficiencies?

We have designed a data layout scheme for mapping grid points to processors that
preserves locality and minimizes global communication for the CM-200. The effect of
the data layout scheme is that at the finest level nearby grid points from adjacent grids
in physical space are in adjacent memory locations. Furthermore, coarse grid points are
arranged in memory to be near their associateu .'ne grid points. We show applications
of the algorithm to inviscid compress:ble fluid flow in two space dimensions.

1 Overview

Over the last ten years, local adaptive mesh refinement has been successfully applied to
simulate compressible flow in two and three space dimensions to study a variety of physical
phenomena [1, 4]. These studies were mostly on serial ard vector architectures. We are
re-designing the local adaptive mesh refinement algorithm (henceforth AMR) for massively
parallel computers. Briefly, AMR uses a hierarchy of nested grids, superimposed on a given
coarse grid, to achieve sufficient resolution in the solution. Procedures have been developed
to automatically estimate the error (i.e. determine where the resolution of the solution is
insufficient), generate refined subgrids, and set up the data structurcs to do the necessary
interpolations between the grids. Any hyperbolic conservation law and an explicit finite
volumne integration scheme can be used in conjunction with AMR.

Several other adaptive mesh schemes have been implemented on massively parallel
machines [3, 5], all to our knowledge using unstructured meshes. There are different issues
fncing an unstructured vorsus a structured mesh method. For an unstructured ndaptive
mesh scheme, the key issues are how to partition the nodes in order to load balanco the
conputation, and how to redistribute tho nodes when the mesh is adapted. For AMR,
partitioning and load balancing are not the main issues. We restrict all rofined meshen to
he the samo size,i.e. the same number of grid points but with smaller mesh spacing. In
particular we use a size that fita exactly onto a quadrant of the CM. (It doean’t pny to use
less than this size on a SIMD machine). We map the individual grid points of a grid on to
n processor rather than the coarser grained approach of mapping grids to processors. Since
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cach grid is locally rectangular, it can by itself be integrated with high efficiency during the
course of the time stepping.

The two key issues for AMR are: (1) how to map the structured grids onto a massively
parallel machine in a way that minimizes inter-grid communication and preserves locality,
2ud (2) how to choose the above mentioned fixed grid size so that it is large enough to
get good performance yet small enough so that adaptivity still pays. To take care of the
first issue we have developed a data layout scheme that keeps grid points on neighboring
grids at toe finest level in neighboring processors on the CM. Also, the coarse grid points
are within a small distance ( < the refinement ratio between grids levels, typically 2 or 4)
from the fine grid point they need to communicate with. We can preserve locnlity and still
minimize global communication. We were less successful with the second issue however, in
part due to some deficiencies in the compiler on the Connection Machine. in two space
dimensions, we had to use a larger fine grid size (64 by 64) than the 32 by 32 size¢ we would
have preferred. However in work in progress in three dimensions we expect these tradeoffs
to change.

2 Data Layout Scheme

Our data layout scheme determines how both the finest level grids and the coaiser grid levels
are mapped to processors. We describe the fine level mapping first. Consider the CM as a
mesh machine with as many processors as grid points (using virtual processors if necessary).
Each space dimension is mapped independently as a tensor product of the one dimensional
mappings. Suppose first there is a single fine grid in a two-level computation. Let the grid
size be 32 by 32 (for purposcs of exposition), as well as being the size of the processor
array. Point (1,1) on the grid is mapped to a chosen processor (i, j) on the machine, and
the rest of the grid is then periodically wrapped around (in both dimensions). In other
words, when the grid points run out of processors in their direction, they wrap around to
the beginning of the processor array and continue. The starting processor location (i, 7) is
chosen like this: Determine what the coordinates of the point (1, 1) on the fine grid would
be if the whole domain were complotely refined into one large fine grid; call this (k,m).
The starting processor for the periodic wrapping is

(1) t =(k=1)mod32+1; j =(m=1) mod32+1.

In this way, adjaccut points belonging to ucighboring grids are mapped to neighboring
processors.

The coarse grid .8 also periodically shifted in the same manner as the fine grid. In
addition, the coarse grid permutes ita grid points so that each conrse point is necar its
refined points. We give a simple example of it here, the complete description is in [2). If
tho grid is refined by 4, then four line grid points are located under cach conrse cell, If the
coarse grid atarts at point (1,1) on processor (1,1), the 32 grid points are lnid out (in one
dimension) as foilows:

1 9 17252 1010263 11 19274 1220208 1371206 1422307 18233t 8 1024 72
Cumnpare this to the flue grid stavting ac (1, 1) on processor (1,1):

1 2 3 4 8 6 7 8 9 1011 121D 14 16 16 17 18 19 20 21 22 23 24 25 26 27 Q28 29 30 31 N2

Notice for exmaple that point 17 on the fine grid is on the snmo processor aa cell H
ol the conrse grid. In general, point (1w, v) on the conrse grid is lirat mapped to processor
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Fii. 1. The log of the denaly 1x plotted usimg a speetral cclor vaster representation chlne s
low densaty while red w3 lngh densatys. Theve 1o a total of 118 tdes at all leveds, Denaty variation 1«
from 10 Y o !

fo ") using expression (1 and then is permuted to processor (2, ) with
b e ) mod 32 4 (e e )32 4 10y (e e ) mod 32 4 (a0 ') 132 4,

Ihe conrse grid s hept in this <hatlled aranesement except when i is plaving the ole
of i finer level grd with respeet 1o an even coarser grid, in whivh case it is temporarily
unshutled aned reshufiled, Note however that the coarse peid permuatation depepds only on
the reflinement ratio, atd not the actual location of any coarse erid, Pherefore, we can gse
the communication compiler to compe an opinnized ronting, 1o pertorm the permuatation
hefore the calenlation bepins, This greatly reduces the permuatation conumunication time:
it is only a few pereemt of the overall runtime,

3  Computational Example

Fhe 2D alpovithim is applied 1o solve aninteprated civenit tenching, problem: asing the
cquations of pas dynamies on the ONF2000 - Phese problems arse ine deselopine hiyhrid
mteprated cirenits, Lasers are used 1o blase ont ahsteate material so that conduetive
material can he deposited 1o conneet separate interratesd avonit devices, The guestion of
interest is to find ont where the debris frome the Liser blase s deposined.



4 BERGER AND SALTZMAN

We model this as thin layer of material heated to a very high temperature in a deep
depression (15 microns). The depression is fifteen times the thickness of the heated layer
(1 micron). The size of the entire computational region is 112 x 112 microns. The width
of the trench is also 15 microns. The right side of the computation region has a symmetry
bcundary condition (so that the effective width of the trench is 30 microns) . The trench
and the remaining computational boundaries use reflecting boundary conditions. (In figure
1 , the black region next to the trench represents part of the substrate, and is not part of
the computational domain).

The thin material region at the bottom of the trench is heated to 16,700 degrees Kelvin
by the laser while the rest of the problem domain is at room temperature (300 degrees
Kelvin). The initial density of the laser heated material is 1.4 grams/cc while the remaining
problem domain has a density of 0.00015 grams/cc. Because of the problemn parameters,
an ideal equation of state can be used, treating the problem as expanding gas into a near
vacuum.

Figure 1 shows the solution at a time of 4.0 nanoseconds, after 3U0 coarse grid time steps.
The lcading bow shock is followed by a strong shear layer, with some turbulence located
at the corner of the trench. The horizontal extent of the shear layer gives an indication of
the size of the debris ficld at late times. At this point, only 10% of the domain is covered
by the finest level meshes in this calculation. However, we estimate the overall gain in
efficiency is 5. This is duc partly to the overhcad of AMR (approximately 35% of the CPU
time), and the fact that 64 x G4 patches are integrated with less efficiency than say 256
x 256 or larger patches that would be used in uniformn mesh calculations (approximately
25% slower). At earlicer times there are fewer fine patches in the calculation so the overall
saving from using AMR is higher. (Of course this is very problem dependent).

The computations carricd out in this example match the qualitative behavior of
experiments quite well. Further work is in progress to make the algorithm more efficicnt and
to debug the 3-D version of our work. In the course of developing the parallel algorithm we
found opportunitcs for additional parallelism that we could not exploit because of iminature
software and the restrictions of the SIMD architecture. For instance, we currently integrate
and interpolate one patch at a time even though all patches at a given level can have these
opcrations performed simultancously. Improvements to compilers on the CM-200, or the
message passing capabilitics on the CM-5 may lead to even better performance.
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